
AI & IOT for Sustainability



Vasudha Cluster Outline & Partnerships:

2 3 4 51

Fault detection and 
localization in solar PV cells

Tackling “range anxiety” of 
EV drivers

Detection of faults and 
anomalies in EV batteries

Price and Carbon Arbitrage 
with Battery Storage

Active Contract and market 
participation by multi sources



Why Decision Making is Complex? 
Introduction of Renewable Energy Resources

Variable Renewable 
Resource Generators

• Availability is uncertain 
• Dependent on nature

Electricity Market Participation:

• Different gate closure 
timings

• Different mechanisms and 
properties.



Market Participation :

Market Bidding Windows:
Example of Market Mechanisms:

Sequential Commitments leading up to the time of actual participation

Subject to penalties because of deviation from the committed schedules

Link: paper
Link: paper

https://www.sciencedirect.com/science/article/abs/pii/S0360544220318727
https://www.sciencedirect.com/science/article/abs/pii/S0306261921003706


Problem Formulation: SSE Airtricity

• Battery Configurations
• Grid Variance
• Optimization Parameters
• Computational Approach 

How to go greener

Energy Consumers

Energy Producer 

Sources 

fn(sources available + demand contracts)

Energy Provider

SSE Airtricity, Ireland

Reduce CO2eq footprint with batteries

Renewable Energy provider in Ireland has deployed Lithium-ion Batteries to its consumers. It is required to operate these batteries in such a 
manner that it would help reduce carbon footprint.

Modelling considerations:

Carbon Intensity: Uncertainty in Forecast, Arbitrage opportunity
Battery Characteristics: Capacity, Efficiency, Degradation, Charging/discharging

Take actions to go greener:
Accurate charging and discharging schedules



Problem Formulation: Ayana
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24/7 Contract:
Under-fulfillment (< 85%) penalty price for peak periods = Rs x/kWh
Under-fulfillment (< 85%) penalty price for off- peak periods = Rs x/kWh

24/7 Contract Revenue Price = Rs y/kWh

Hourly promised capacity = 30 MW

෢෠𝐺𝑠

෢෠𝐺𝑤

DSM Penalty:

• Valid for both DAM and 24/7contract
• Within 15% band of scheduled, no penalty
• Outside 15% band, DSM penalty price = Rs z/kWh

Energy Producer

Profit Maximization for multi-source producer by market and contract participation 

Take actions to maximize profit:
Accurate profile orchestration of contract and market

Ayana, RE



What is DSM?
It’s Deviation Settlement Mechanism, which is issued by electricity regulatory transmission commissions, 
where producers are penalized: 

“The schedule by RE generators or lead generator or principal generator may be revised by giving advance notice to the concerned RLDC. Such 
revisions shall be effective from 4th time block (i.e., after 45mins), the first being the time-block in which notice was given. There may be one 
revision for each time slot of one and half hours starting from 00:00 hours of a particular day subject to maximum of 16 revisions during the day.” 

-CERC



Approaches used to 
tackle the problem:

Optimization Problem: 

• Rule-Based Heuristics / Greedy

• Mixed-Integer Programming

• Reinforcement Learning

Actions to be taken for optimization:
• SSE: Build up accurate charging and discharging 

schedules
• Ayana: Build up Accurate profile orchestration of 

contract and market



Rule-Based Heuristics 

A whole Day (24 hours)

1 – 6 hrs 7 – 12 hrs 13 – 18 hrs 19 – 24 hrs

Carbon Emissions distribution:

1 24

Full discharge Full charge
Actions on 
battery : Stay idle

Night Morning Afternoon Evening



Mixed-Integer Programming



Rule-Based Heuristics

Volume 
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There is no requirement of having decisions to be 
made based on the prices and penalty 

minimization. By this technique we are taking a 
safer approach to incur less 24/7contract penalty.



Mixed-Integer Programming

Level 1: Intraday Revisions

• Objective - Reduce DSM Penalty

• Decision variables: RTC Volume, DAM Volume

• Decision Time: Every 1.5 hours (>45 mins before 
commitment)

Level 0: Day Ahead Commitment
• Objective - Partition generation between RTC and DAM
• Decision variables: 

• DAM Bid Volume + DAM Bid price
• RTC Volume

• Decision Time: 2pm (Day T-1)

Primary Objective = Profit Maximization for the day:  24/7 Revenue + DAM Revenue – “Penalties”  

1      2     3      4     5      6      7     8      9     10   11   12    13   14    15   16   17   18   19    20   21    22 23   24

“ Peak Periods”

Rest: “Off-Peak Periods”
Cumulative “Under-fulfillment Penalty” : 

<85%  of promised during the whole periods  

Level 0 Optimization Level 1 Optimization
Day-Ahead Schedules

“Deviation Settlement Mechanism” [DSM] 
Penalty: day-ahead & revised schedules



Observation and Results
• SSE Airtricity (Carbon footprint reduction with Battery Storage)

• Ayana RE (Active Market and Contract Participation for renewable monetization)

Link to the Results: Vasudha

http://20.86.10.254:8000/


Solcast Data:

Data Time Period: 1st Jan 2020  - 25th Dec 2021

Sample Time : 15mins

Columns to be used:

• Period end[UTC], 

• ghi estimated actual[W/m^2], 

• ghi fcst +1h[W/m^2], 

• ghi fcst dayahead[W/m^2], 

• wind speed 10m[m/s], 

Information to Gather: 

• Solar Generation

• Wind Generation

Location: [14.2862348, 77.3987393]
Pavagada, Karnataka, India

IEX Market Data:

Location: S1 area considered which includes the following states:
South Region |Andhra Pradesh, Telangana, Karnataka, Pondicherry (Yanam), South Goa 

Data used: Day Ahead market (DAM) prices

Data Time Period: 1st Jan 2016 – 30th Nov 2021 (For current use: 

1st Jan 2020 – 31st Dec 2020 taken to be synchronous with solcast data)

Sample Time: 15mins

Columns to be used:

• Datetime index

• S1

Information to Gather: 

• Day Ahead Market Price

Data used: 1st Jan’20 to 31st Dec’20, 15mins sampled



Solar Generation Data:

Variation of Solar power across the 
year, shown over a day

Approx Solar Capacity : 50 MW

Wind Generation Data:

Variation of Wind power across the 
year, shown over a day

Approx wind Capacity : 100 MW

Note: Slide 4 and Slide 5 shows how we arrived at these values for solar and wind from the solcast data 



Setting the RTC constants for the formulation:

Max Total Energy (Solar+Wind) generated in a day ~ 2500 MWh

Hence Volume Constants,
• Promised supply over a day = 2500/3.5 ~ 720 MWh
• Hourly promised capacity = 720 MWh /24  = 30 MW

Showing promised supply over a day: Showing Hourly promised capacity :

• RTC contract revenue price = Rs 2.5/kWh
• RTC Daily Penalty price = Rs 1/kWh
• DSM Penalty price = Rs 0.5/kWh



Results for a Day: Level - 0  (Day ahead optimization)
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Expected Income for the next day using MILP:

Level - 0  (Day ahead optimization) :

Method Comparisons:



Level - 1  (Revised Intraday optimization) :

Expected Income:



Yearly Income:
Cumulative addition of profits over the days for the year: Daily profits over the days for the year:



Reinforcement Learning

States: st = (ct, …, ct+(H-1), ct+H , SoCt)

ct - Forecasted carbon intensity values for horizon H 
SoCt – State of Charge at time t

Actions: At = (−Pe
max, 0, P’e

max)

Charge/discharge completely, Charge/discharge at 50% rate, 
Do nothing

• P’e
max is the max rate of discharging power (in kW) = P * ηdis

• Pe
max is the max rate of charging power (in kW) = P / ηch

ηdis discharging efficiency and ηch charging efficiency

Reward:  𝑅𝑡 = (𝑐𝑡 ∗
𝑃𝑒,𝑡
𝑃𝑒

𝑚𝑎𝑥 − 𝛼𝑑 ∗
𝑃𝑒,𝑡
𝑃𝑒

𝑚𝑎𝑥 ) ∗ 𝑇𝑠

Incorporates both carbon savings from arbitrage and battery 

degradation cost

Degradation: 

Degradation model provides amortized cost and carbon 

footprint impact of the battery for every charge/discharge cycle 

over its lifetime

Qt := Qt-1 * λ

where λ is the reduction factor, here 0.998.

Degradation coefficient =  

αd,j =   
𝑄𝑠,𝑗

− 𝑄𝑐
,𝑗

σ𝑖=1
𝑇 |𝑃𝑒

,𝑖
|
* CB 

DQN agent used.



Reinforcement Learning
TD3 agent used.

Level - 0  (Day ahead optimization) Level - 1  (Revised Intraday optimization) :

States:

Actions:

Reward: 

States: 
Consider values uptil horizon for Source total and Cleared DAM 
Volume, also include “index of previous revision” and “noticed 
schedules and previously scheduled actions -> uptil the horizon”

Actions: 
Consider values uptil horizon for Volume to RTC and Volume to Excess RTC, 
also include “revise/not”. [a binary output]

Reward: 

noticed schedules [1] / previous schedules [0]
np.round(action[-1])

Reward
Addition:

([Penalty calculated from previous schedule] – [Penalty calculated from noticed schedule])
*A * alpha

A= a2 + a -1   (a := np.round(action[-1])



Why different RL algos DQN -> TD3 ?

• In DQN, the state is given as input and
we have 1 o/p neuron per action where
the output Q value of the network says
the value of being in that state taken the
action.

• Valid for discrete space, difficult for
continuous space, since then there will
be infinite output nodes.

Train a side estimator to have the best action

TD3

Twin Delayed DDPG 

Limitations of DDPG: 
Learned Q function dramatically overestimates Q values , which leads 
to policy breaking, exploits the errors in Q function.
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75 MW

50 MW

15 MW

1.

2.

3.

Precedence Order

Producer 
P1

50 MW

40 MW

200 MWh Producer
P2

Day-ahead
Market

Term-ahead
Market

Real-time 
MarketDecision-making as a service

Which market to sell to?
What should be my bidding price?

Contract: Min – 5 MW, Max – 20 MW, Penalty – $4 per W

Contract: Min – 15 MW, Max – 50 MW, Penalty – $2 per W

Reduce/Increase diesel-based production?
When to charge/discharge batteries to get 
carbon savings?

Decisions in renewables monetization and orchestration

Utilities

B2B (DC, Large 
Enterprises)



Variations in type, 
quantity of energy 

sources

Variations in objective 
and optimization 

scheme

Variations in type of 
decisions (participants, 

actions allowed)

In Short…



Decision Engine

Reinforcement 
Learning

Mixed-Integer 
programming

Robust
Optimization

Markets and Contracts

ST MarketLT Contract
Solar Wind Storage Hydro

Energy sources

Decision Management Abstractions



Thank You!


